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Bevezeto

Jelen oktatdasi segédanyag a II. Rakoczi Ferenc Karpataljai Magyar Egyetem (II.
RFKME) ,,A Oktatas” képzési tertulet, A4.09 Kozépfoku oktatds (Informatika) sza-
kos hallgatoi szamadra készilt. A jegyzet els6dleges célja, hogy atfogé és struk-
turdlt atmutatast nyujtson a ,Valoszinliségszamitas és matematikai statisztika”
tantargy elsajatitdsahoz, kilonos tekintettel az elsd, ,,Véletlen események” elne-
vezésll modulra. A kiadvany hianypotld jelleggel bir, amennyiben a magyar tan-
nyelvi fels6oktatasban részt vev6 karpdtaljai informatikus hallgatok specialis
igényeit és el6tanulmanyait tartja szem eldtt.

A valdszinlségszamitas a modern matematika és az informatika egyik legdina-
mikusabban fejl6do tertlete. Az itt targyalt ismeretek elengedhetetlenek a szto-
chasztikus folyamatok megértéséhez, amelyek a szamitastudomany szamos teru-
letén — az algoritmuselmélett6]l az adatbanydszaton at a mesterséges intelligen-
ciaig — kulcsszerepet jatszanak. A kurzus és a hozza tartozo jegyzet célja, hogy
a leend6 szakembereket olyan mélységben ismertesse meg a valoszinliségszami-
tas és a matematikai statisztika alapjaival, amely elegendd a szakirodalom 6nallé
tanulmanyozasahoz és a valoszinliségi feladatok onallé megoldasahoz.

A jegyzet felépitése szervesen illeszkedik a tantargyi program (szillabusz) kove-
telményrendszeréhez. A tananyag a valosziniiség fogalmanak axiomatikus meg-
alapozasatolindulva targyalja a véletlen eseményeket, az eseményalgebra miive-
leteit, valamint a kombinatorika relevans elemeit. Kiemelt figyelmet forditunk a
klasszikus és geometriai valoszinliségi mez0Kk, a feltételes valoszinliség, valamint
a teljes valosziniiség tételének targyalasara.

A tantdrgy teljesitése és a jegyzet feldolgozasa sordn a hallgatok az aldbbi, a kép-
zési programban rogzitett kompetenciak elsajatitasat és fejlesztését valositjak
meg:

Altalanos kompetenciak:

- AK2: A hallgaté elsajtitja a tantargyi teriilet és a szakmai tevékenység
mélyrehato ismeretét és megértését, killonos tekintettel a sztochasztikus fo-
lyamatok matematikai alapjaira.

- AK 3: Képessé valik az allamnyelven térténdé szobeli és irdsbeli kommuni-
kaciora, valamint az idegen nyelvi szakmai kommunikacidra a szaktertile-
ten belll, elsajatitva a valdszinliségszamitas terminologiajat.

- AK 5: Kialakul a képesség az autoném cselekvésre és a megalapozott dén-
téshozatalra a szakmai tevékenység soran. A hallgaté felel6sséget vallal a
feladatok végrehajtasaért, és etikusan, a hatalyos jogszabalyok figyelembe-
vételével jar el.

Szakmai (specialis) kompetenciak:



- 8zK10: A hallgato képessé valik a modern informatika tudomanyos tényei-
nek, koncepcidinak, elméleteinek és modszereinek alkalmazasara az infor-
matika oktatasi gyakorlataban.

- 8zK11: Elsajatitja az informacios modellezés mddszereit; képessé valik in-
formacios modellek megvaldsitasara infokommunikacios eszkozokkel, sza-
mitogépes kisérletek elvégzésére, valamint az eredmények értelmezésére,
elemzésére és altalanositasara.

- 8zK 12: Képesség a feladatmegoldo algoritmusok fejlesztésének és kuta-
tdsanak korszerli modszereinek alkalmazdsara objektumok és folyamatok
modellezésében, valamint ezen algoritmusok implementalasara modern

programozasi nyelveken.

- 8zK 15: Képessé valik az iskolai informatika tananyagahoz kapcsolodo, k-
16nb6z6 nehézségi szintli feladatok megoldasara, a megoldasok hatékony-
saganak elemzésére és értékelésére, valamint a megfelel§ készségek kiala-
kitdsara a tanulokban.

A szakmai felkésziiltség elmélyitését az alabbi program-specifikus tanulasi ered-
mények garantdaljak:

Program tanulasi eredmények (PRN):

- TE2: Demonstralja a tanulék allamnyelven torténo oktatdsanak képessé-
gét; fejleszti a tanulok kommunikacids készségeit a tantargy és az integralt
oktatas eszkozeivel.

- TE8: Megalapozott szakmai véleményeket generdl a szaktertiileten mind a
szakemberek, mind a szélesebb kozonség szamara allamnyelven és idegen
nyelven.

- TE 9: Professzionalis tevékenysége soran alkalmazza a korszer( informa-
cios és kommunikacids, valamint digitalis technoldgiakat.

- TE10: Demonstralja a tudomanyos informaciok keresésének korszer tech-
nologidinak ismeretét 0nképzés céljabol, és alkalmazza azokat szakmai te-
vékenysegében.

- TE 11: Csapatmunkara valo készséget mutat, képes alkalmazkodni és csele-
kedni uj helyzetekben, biztositva az esélyegyenléséget a szakmai tevékeny-
ség soran.

- TE 13: Ismeri a szakmai tevékenységre vonatkozo jogi szabalyozast, és don-
téseit az emberi jogok tiszteletben tartasaval hozza meg.

- TE 14: Meghatarozza az informatika szakteruleti strukturajat, helyét a tu-
domanyok rendszerében, és elmagyardzza az informatikai technoldgiak fej-
16dési perspektivait és tarsadalmi jelentdséget.

- TE 15: Ismeri és érti az informacios technologidk fizikai, logikai és mate-
matikai alapjait; elmagyarazza és alkalmazza az adatok kodolasi eljarasait.



- TE 18: Meghatarozza és alkalmazza az algoritmusok fejlesztésének és ku-
tatasdnak maddszereit.

- TE 21: Informaciés modelleket hoz l1étre, azokat infokommunikacigs eszko-
z0kkel megvalositja, kutatast végez, az eredményeket értelmezi és altalano-
sitja.

- TE 22: Képes algoritmusokat implementalni programozasi nyelveken, kiva-

lasztani a megfeleld technoldgiakat, és megoldani kiillonb6z6 szintd iskolai
informatika feladatokat.

- TE 23: Erti és megval6sitja az informatika oktatdsanak korszerti médszer-
tanait és oktatastechnoldgiai eljarasait a kerettantervi kovetelmények telje-
sitése érdekében.

A jegyzet modszertana tamogatja a fenti eredmények elérését. Az elméleti ré-
szek (tételek, bizonyitasok) a logikus gondolkodast és a matematikai alapokat
(TE15) er6sitik. A gyakorlati példak és az 6nallo feladatok megoldasa a modelle-
zési (SzK11, TE21) és algoritmus-elemzési (SzK12, TE18) kompetencidkat hivatott
fejleszteni.

Kiulonosen fontos hangsulyozni, hogy a jegyzet nem helyettesiti az el6adasokon
vald részvételt, hanem kiegésziti azt. A szillabuszban meghatarozott kovetelmé-
nyek szerint az elméleti tudas mellett a gyakorlati alkalmazas képessége is el-
varas, amelyet a szeminariumi munka és az egyéni feladatmegoldas mélyit el.
A jegyzetben talalhato levezetések és magyarazatok segitik a hallgatokat abban,
hogy a vizsgaid6szakban esedékes szobeli vizsgara felkésziiljenek.

Bizunk benne, hogy jelen 6sszeallitds hatékonyan segiti a hallgatokat a valdszi-
nlségszamitas vilagdban vald eligazodasban, és stabil alapot biztosit szamukra
jovébeli pedagogiai és informatikai palyafutasukhoz.



1 Véletlen kisérletek és események

1. Véletlen kisérletek és események alapjai

A valoszinliségszamitas alapvetd targya a véletlen jelenség (vagy véletlen kisér-
let).

Definici6: Véletlen jelenségnek nevezziik azt, aminek a kimenetelét a figyelem-
be vett feltételek nem hatarozzak meg egyértelmiien. Ezzel szemben a determi-
nisztikus jelenségeknél a feltételek egyértelmiien meghatdrozzak a bekovetke-
zést.

Tomegjelenségek: Ha egy véletlen jelenség sokszor ismétlédik azonos vagy ko-
zel azonos korulmények kozott, véletlen tomegjelenségrol beszélunk (pl. radio-
aktiv bomlas vagy szerencsejatékok).

Eseménytér és események:

- A kisérlet lehetséges kimeneteleit elemi eseményeknek nevezzik (jelolésiik
gyakran w). Ezek jellemzdje, hogy csak egyféleképpen kovetkezhetnek be.

- Az 0sszes elemi esemény halmazat eseménytérnek (2) nevezzik.

- Az eseményeket halmazokkal azonositjuk: az események az eseménytér
részhalmazai (A C Q).

Két kituntetett esemény létezik:
- Biztos esemény: Mindig bekovetkezik, jele ) (az alaphalmaz).

- Lehetetlen esemény: Soha nem kovetkezik be, jele ) (iires halmaz).

1.1 Miiveletek eseményekkel

Mivel az eseményeket halmazokként kezeljik, a koztiik értelmezett miiveletek
megfelelnek a halmazelméleti és logikai miiveleteknek.

- Osszeg (Unio): A+ B (vagy AU B). Akkor kovetkezik be, ha A vagy B, vagy
mindkettd bekovetkezik (azaz legalabb az egyikiik).

- Szorzat (Metszet): A - B (vagy AN B, AB). Akkor kovetkezik be, ha A és B
is bekovetkezik.

- Ellentett (Komplementer): A. Akkor kovetkezik be, ha A nem kovetkezik
be.

- Kiilonbség: A — B (vagy A\ B). Akkor kovetkezik be, ha A bekovetkezik, de
B nem.

Kizaro6 események: Két esemény, A és B kizdrja egymast (diszjunktak), ha egy-
szerre nem kovetkezhetnek be, azaz szorzatuk a lehetetlen esemény:

A-B=10 (1)



1.2 Miiveleti tulajdonsagok és bizonyitasok

Az események kozotti miiveletekre érvényesek a halmazalgebra szabalyai. Az
alabbiakban néhany fontos tulajdonsagot és azok bizonyitasat ismertetem a for-
rasok alapjan.

A) Elemi esemény és tetszioleges esemény szorzata

Allitas: Ha A egy elemi esemény és B tetsz6leges esemény, akkor a szorzatuk
vagy maga az A esemeny, vagy a lehetetlen esemény.

Bizonyitas: Mivel A és B események, a szorzatuk (AB) része A-nak (AB C A).
Mivel A elemi esemény, definicié szerint nincsenek valddi részhalmazai (csak
onmaga és az ures halmaz). Ezért AB csak A vagy () lehet. Ha A eleme B-nek
(azaz A bekovetkezése maga utdn vonja B-t), akkor AB = A, ellenkez0 esetben
AB = 0.

B) Az 6sszeg felbontasa kizaro6 eseményekre

Gyakran sziikséges események 0sszegét paronként kizaro események dsszegére
bontani.

Allitas: Tetsz8leges A és B eseményre A + B = A + AB, ahol a jobb oldalon all6
tagok kizarjak egymast.

Bizonyitds: A halmazelméleti definiciok alapjan:

- Az A + B (unio) azon elemi eseményeket tartalmazza, amelyek benne van-
nak A-ban vagy B-ben.

- Az AB (azaz B — A) esemény azon elemeket tartalmazza, amelyek B-ben
benne vannak, de A-ban nincsenek.

- Ha A-hoz hozzaadjuk azokat, amelyek csak B-ben vannak (AB), megkapjuk
az uniot.

- Belathato, hogy A és AB diszjunktak, hiszen A- (AB) = (A-A)-B={(-B = (.

Tehat az egyenldség fennall és a tagok kizaroak.

C) Disztributivitas a kivonasra nézve

Allitas: A szorzas disztributiv a kivondsra nézve, azaz A(B — C) = AB — AC.

Bizonyitas (Halmazelméleti titon): A bizonyitas a halmazelméleti azonossagokon
alapul.

- Baloldal: A(B—C) = A(B-C) = A-B-C. Ez azt jelenti, hogy az esemény
akkor kovetkezik be, ha A és B bekovetkezik, de C' nem.
- Jobboldal: AB—-AC=(A-B)—(A-C)=(A-B)-(A-C).
A De Morgan-szabalyt alkalmazva a jobb oldalra:

(A-B)- (A+C)=(A-B-A)+(A-B-0)

9



Mivel 4 - A = (), az elsé tag kiesik:
)-B+A-B-C=0+A-B-C=A-B-C

A két oldal megegyezik, az allitast igazoltuk.

D) De Morgan-azonossagok

Ezek az azonossagok alapvet6ek az eseményekkel valé szamolasban.
Allitas: A+ B=A-BésA-B=A+B.
Magyarazat/Bizonyitds logikai uton:

- Az els0 allitas (A + B) azt jelenti, hogy nem kovetkezik be sem 4, sem B. Ez
egyenértékd azzal, hogy A sem kovetkezik be (A) és B sem kovetkezik be
(B), azaz A - B.

- Amasodik allitas (A - B) aztjelenti, hogy nem igaz, hogy mindkettd bekovet-
kezik. Ez akkor teljesil, ha legalabb az egyik nem kovetkezik be, azaz vagy
A nem torténik meg (A), vagy B nem torténik meg (B), ami éppen A + B.

Osszefoglal6 miiveleti tulajdonsagok

A forrasok alapjan az eseményalgebra legfontosabb, bizonyitas nélkil is gyakran
felhasznalt tulajdonsagai:

Idempotencia: A+ A=A, A- A= A.
Kommutativitas: A+ B=B+ A, A-B=DB-A.
Asszociativitas: A+ (B+C) = (A+ B) + C.
Disztributivitas: A(B+ C) = AB + AC.

Onellenorzo kérdések

Valaszoljon az alabbi kérdésekre a fejezet anyaga alapjan:
1. Mi a kilonbség a véletlen jelenség és a determinisztikus jelenség kozott?

2. Definialja a biztos eseményt és a lehetetlen eseményt, és adja meg a jelolé-
suket!

3. Mikor mondjuk két eseményrél, hogy kizérjdk egymadst? Irja fel ezt mate-
matikai jeloléssel is!

4. Fogalmazza meg a De Morgan-azonossagokat eseményekre vonatkozoan!

5. Bizonyitsa be, hogy tetsz6leges A és B eseményre A + B = A + AB!
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2 Kolmogorov-féle valosziniiségi mezo

2.1 Eseményalgebrak (o-algebrak)

A valészinliségszamitas matematikai alapjait halmazelméleti strukturak alkot-
jak. Legyen Q2 egy nem ures halmaz, amelyet eseménytérnek nevezink (az elemi
események halmaza). Az események az 2 bizonyos részhalmazai, amelyek egy
A (vagy F) jell rendszerbe tartoznak.

Definicié: Az Q) részhalmazainak A rendszerét o-algebranak (eseményalgebra-
nak) nevezzik, ha teljesiilnek az alabbiak:

- A biztos esemény eleme a rendszernek: Q € A.
- Zart a komplementerképzésre: Ha A € A, akkor az ellentettje, A € A.

- Zart a megszamlalhat6 unidra: Ha A, A,, - - - € A eseménysorozat, akkor az
osszeguk, [ J;°, 4; € A.

Ebbdl a definiciobol levezethetd, hogy a o-algebra zart a megszamlalhaté met-
szetre is (a de Morgan-azonossagok miatt), és tartalmazza a lehetetlen eseményt

().

2.2 Kolmogorov-féle valosziniiségi mezo

Avaldszinliségszamitas axiomatikus felépitését A. N. Kolmogorov dolgozta ki. Az
(2, A, P) hdrmast Kolmogorov-féle valoszinliségi mezdnek nevezzik, ha:

- ) az eseménytér.

- A az események o-algebraja.

- P : A — R egy valdsziniliségi mérték (fliggvény), amelyre teljestilnek az
alabbi axiomak:
(P1) Nemnegativitas: Minden A € A esetén P(A) > 0.
(P2) Normaltsag: P(Q) = 1.

(P3) o-additivitas (Megszamlalhato additivitas): Ha A;, A,, ... paronként
kizaro események (azaz A;A; = (), ha i # j), akkor:

(0) - Srin

2.3 Valodsziniliségszamitasi alaptételek és bizonyitasaik
Az axiomdakbdl kozvetleniil levezethet6k a legfontosabb tulajdonsagok.
A) A lehetetlen esemény valdsziniisége

Tétel: P(()) = 0.
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Bizonyitds: A o-additivitds axiomdjdban valasszuk az A, = Qés A, = 0 (i > 2)
eseményeket. Ezek paronként kizaroak. Ekkor >  A; = Q. Az axioma alapjan:
P(Q) = P(Q) + > P(0). Mivel P(Q) = 1, ebbdl kovetkezik, hogy a nemnegativ
tagok Osszege csak akkor lehet véges és valtozatlan, ha P(§) = 0.

B) Véges additivitas
Tétel: Ha A és B egymast kizaro események, akkor P(A + B) = P(A) + P(B).

Bizonyitdas: Ez a o-additivitds specialis esete, ha a sorozat tovabbi tagjait tres
halmaznak valasztjuk (4; = 4, = - - - = ), és felhasznaljuk, hogy P(0) = 0.

C) Komplementer (ellentett) esemény
Tétel: P(A) =1 — P(A).

Bizonyitds: Mivel A és A kizarjak egymast és dsszeglk (2, a véges additivitas és
a normaltsadg miatt: P(A) + P(A) = P(A+ A) = P(Q) = 1. Ebb6l atrendezéssel
adadik az allitas.

D) Monotonitas
Tétel: Ha B C A, akkor P(B) < P(A).

Bizonyitds: Az A esemény felbonthato A = B + (A \ B) diszjunkt részekre. Az
additivitds miatt P(A) = P(B) + P(A\ B). Mivel P(A\ B) > 0, ezért P(A) > P(B).

2.4 A valosziniiség folytonossaga

Tétel A valoszintiség folytonos.

A egy ekvivalencia-tételt fogunk bizonyitani (, amely megmutatja, hogy a véges
additivitas feltételezése mellett a o-additivitas egyenértékil a folytonossagi tulaj-
donsagokkal. A bizonyitas lancolatos szerkezetli: 1) = 2) = 3) = 4) = 1).

A tétel 4llitasai (ekvivalens feltételek):
1. o-additivitas: Ha A, paronként diszjunktak, akkor P(UA,) =3 P(A,).

2. Folytonossag novekvo sorozatra: Ha A; C A, C ... (ndvekvd sorozat),
akkor lim,,_,., P(A4,) = P(U.~, 4,).

3. Folytonossag csokkeno sorozatra: Ha A, D A, O ... (csokkend sorozat),
akkor lim,,_,. P(A,) = P((,—, 4.).

4. Folytonossag az uires halmazban (”a nulldaban”): Ha A; D A, O ... és
N~ A, = 0, akkor lim,,_,, P(4,) = 0.

A bizonyitas 1épései a forras alapjan:
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1. 1épés: 1) = 2) (A s-additivitasbol kovetkezik a novekvo folytonossag)

Legyen A; C A, C ... egy novekvl eseménysorozat. Jelolje A = [ J 7, A,. Képez-
zunk diszjunkt eseményeket a kovetkezéképpen: Let B; = A;,és B, = A, \ A1
mindenn = 2,3, ... esetén. Ekkor a B, események paronként kizaroak, és az uni-
0juk megegyezik az eredeti sorozat uniojaval: |J;-, B, = A. Tovabba az elsd n
darab B unioja éppen A,: | J,_, Br = A,. A o-additivitas (1-es pont) miatt:

=P (U Bk) =Y _P(By) Z%LI}}OZP(BQ

Mivel >, P(By) = P(U,_, Bx) = P(A,) (a véges additivitas miatt), ezért:
P(A) = lim P(A,)

n—oo

Ezzel az allitast igazoltuk.

2. 1épés: 2) = 3) (A novekvo folytonossaghol kovetkezik a csokkend)

Legyen A; D A, O ... csOkkend sorozat. Ekkor a komplementereik sorozata, A,
novekvé sorozatot alkot (4, c A,,;). Alkalmazzuk a 2) pontot a komplemente-

rekre:
lim P(4, (U A )

A de Morgan-szabalyok alapjan az unié komplementere a metszet, igy |J A, =
N A,. Felhasznalva, hogy P(A) = 1 — P(A):

lim (1 - P(4,))=1-P (ﬂA)

Az egyenletet rendezve kapjuk: lim P(A,,) = P(() A.).

3. 1épés: 3) = 4) (A csokkeno folytonossaghol kovetkezik a nullaban valo
folytonossag)

Ez a lépés a 3-as pont specidlis esete. Ha a csokkend sorozat metszete az ures
halmaz (" A,, = 0), akkor a 3) pont szerint:

lim P(A4,) = P(0)

n—oo

Mivel P(0) = 0, ezértlim P(A,) = 0.

4. 1épés: 4) = 1) (Anullaban valo folytonossaghol kovetkezik a o-additivitas)

Legyenek A, A,, ... paronként kizaro események, és legyen A = | J;-, 4. Defini-
aljuk a maradéktagot (a sorozat *farkat):

U Av=a\J 4
k=1

k=n+1
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A C,, sorozat csokken6 (C,, D C,41), és a kozos részuk ures (N, C, = 0). A 4)
feltétel szerint ekkor lim,, ., P(C,,) = 0. A véges additivitas miatt felirhatjuk az A
valdszinliségét:

P(A) =P (O AU cn) = i P(Ay) + P(Cy)

Vegyuk mindkét oldal hatarértékétn — oo esetén. Mivel P(A) konstans éslim P(C,,) =
0:

P(A) = lim En: P(Ap) +0 = i P(Ay)
k=1 k=1

n—o0

Ezzel visszajutottunk az 1) ponthoz, igazolva a s-additivitast. Fejezet végi kérdé-
sek

Onellen6rzo kérdések

Valaszoljon az alabbi kérdésekre a fejezet anyaga alapjan:
1. Mi a o-algebra definici6éja? Sorolja fel a harom tulajdonsagat!
2. Ismertesse a Kolmogorov-féle valoszintiségi mez0 axiomait (P1, P2, P3)!

3. Bizonyitsa be az axiomak alapjan, hogy a lehetetlen esemény valdszinlisége
0!

4. Mit mond ki a monotonitas tétele?

5. Fogalmazza meg a valoszinlség folytonossagi tételét novekvé eseményso-
rozatra!

3 Klasszikus és geometriai valosziniiségi mezok

3.1 Klasszikus valosziniiségi mez6

A klasszikus valdszinliségi modell olyan kisérletek leirasara alkalmazhatd, ahol
a lehetséges kimenetelek (elemi események) szdma véges, és nincs okunk felté-
telezni, hogy barmelyik kimenetel valdszintlibb lenne a masiknal (azaz az elemi
események ,egyenl6en valoszinliek”).

Bizonyitas a P(A) = m/n képletre

Egy A esemény valdszinlisége a kedvezd kimenetelek (m) és az dsszes lehetséges
kimenetel (n) hanyadosa:

Feltételek: Tekintsiink egy kisérletet, amelynek véges szamu, n darab elemi ese-
ménye (kimenetele) van. Jelolje az eseményteret Q = {wy,...,w,}.
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Egyenlé valosziniiség: Mivel a klasszikus modellben az elemi események egy-
forman valdszinlek, mindegyikhez ugyanazt a p valoszinliséget rendeljuk:

P(w;)) =p

Normalas: Tudjuk, hogy az 0sszes elemi esemény valoszinliségének osszege 1
(mivel az egyikiik biztosan bekovetkezik). Ezért:

ZP(M) =1 = Zp: 1
=1 =1
Mivel az dsszeg n darab p tagbdl all:
1
n

Tehat minden egyes elemi esemény valdszintisége 1/n.

Az A esemény valoszinusége: Legyen A egy tetszOleges esemény, amely m da-
rab elemi eseménybdl all (ezek a ,kedvez6” esetek). Jelolje ezt: A = {w;,, ..., w;,, }-

Osszegzés: A val6szinliség additivitdsa miatt az A esemény val6szinlisége az 6t
alkotd elemi események valdszintliségének dsszege:

m

P(A) =3 Plo) =Y 5

k=

sy

Mivel az 6sszegben m darab tag szerepel:

P(A)=m-

SRS

m
n

Kovetkeztetés: A klasszikus definicid szerint egy A esemény valoszinlisége a
kedvez0 esetek szamdanak (m) és az dsszes lehetséges, egyenlfen valdszinl eset
szdmanak (n) hanyadosa. (Mas forrasokban ezt gyakran k/n vagy k/N alakban
jelolik).

3.2 Geometriai valosziniiség

A geometriai valoszintiséget akkor haszndljuk, ha a kisérlet lehetséges kimene-
teleinek szama végtelen (nem megszamlalhato), és a kimenetelek egy folytonos
tartomanyt (pl. egyenest, sikidomot vagy térbeli testet) alkotnak.

- Definicid: Legyen az eseménytér 2 az R™ egy véges meértékl (hosszusagu,
tertletd vagy térfogatu) tartomdanya. A kisérlet soran véletlenszertien va-
lasztunk egy pontot ebbdl a tartomanybol. Feltételezziik, hogy annak a valo-
szinlisége, hogy a pont az ) egy A résztartomanyaba esik, nem a tartomany
elhelyezkedését6l, hanem csak a mértékétdl fiigg, és azzal aranyos.
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- Képlet: Ha m(Q2) jeldli az egész eseménytér mértékét (pl. teriletét), és m(A)
a kedvezd tartomany mértékét, akkor:

(4) = 24
-~ m(Q)
ahol m a Lebesgue-mértéket (hossz, tertlet, térfogat) jeloli.

- Példa: A ,talalkozasi probléma” (két személy érkezése egy adott iddinter-
vallumban) tipikus példa, amely geometriai valoszinliséggel oldhaté meg
ugy, hogy az eseményteret egy négyzetnek tekintjik a sikon, a kedvez0 ese-
ményeket pedig a négyzeten belili sav teruletének.

Onellenorzo kérdések

Valaszoljon az alabbi kérdésekre a fejezet anyaga alapjan:

1. Mi a klasszikus valdszinliségi mez0 alapvet6 feltétele az elemi eseményekre
vonatkozodan?

2. Vezesse le a klasszikus valdszinliség P(A) = m/n képletét!

3. Mi a kulonbség a klasszikus és a geometriai valoszintiségi modell alkalma-
zasi feltételei kozott?

4. Irja fel a geometriai valésziniiség kiszamitasanak képletét és magyarazza a
jeloléseket!

5. Mondjon példat olyan problémara, amely geometriai valdszintiséggel old-
hat6 meg!

4 Feltételes valoszinuség

4.1 A feltételes valosziniiség

Definicio: Ha A és B két esemény és P(B) > 0, akkor az A esemény B-re vonat-
kozo feltételes valoszinliségét a kovetkezOképpen definialjuk:
P(AB)

P(B)

P(A|B) =

ahol P(AB) az A és B egylttes bekovetkezésének (szorzatanak) a valészinlisége.

Szemléletes jelentés és indoklas: A fogalom bevezetése a relativ gyakorisa-
gok viselkedésén alapul. Ha egy kisérletet n-szer elvégzink, és a B esemény kp
alkalommal kovetkezik be, mig az A és B egyszerre k,p alkalommal, akkor a B
bekovetkezései kozil az A relativ gyakorisaga k.p/kp. Ezt atalakitva:

kAB . k?AB/TL _ P(AB)
kB n kB/n - P(B)
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Ez indokolja a fenti definiciot. A feltételes valoszinliség lényegében az esemény-
térnek a B eseményre valo ,leszlikitését” jelenti.

Tétel (Feltételes valdsziniiségi mez6): Rogzitett B esemény esetén (P(B) > 0),
a P(-|B) feltételes valoszinliség rendelkezik a valoszinliség dsszes tulajdonsaga-
val (Kolmogorov-axiomak), azaz P(B|B) = 1, nemnegativ, és s-additiv.

4.2 A szorzasi szabaly (Szorzastétel)

A feltételes valdszinliség definiciojabol kozvetlentl adddik a szorzasi szabdly,
amely lehetOvé teszi két vagy tObb esemény egylttes bekovetkezésének kisza-
mitasat.
Két eseményre: Ha P(A) > 0 és P(B) > 0, akkor:

P(AB) = P(A)P(B|A) = P(B)P(A|B)

Ez a tétel azt fejezi ki, hogy az egylttes bekovetkezés valoszinlisége egyenl6 az
egyik esemény valoszinliségének és a masik esemény (az elsdre vonatkozo) fel-
tételes valdszinlségének szorzataval.

Altalanositas n eseményre (Altalanos szorzasi szabaly): Legyenek A,, A,, ..., A,
olyan események, amelyekre P(A4; A, ... A,_1) > 0. Ekkor:

P(A1As... A,) = P(Ay) - P(A3|Ay) - P(A3]A1As) -+ - P(AL]Ar ... Apy)

Bizonyitas
A) Két eseményre vonatkozo szabaly bizonyitasa: A bizonyitas kozvetlentil a

definicidobdl kovetkezik.

_ P(AB)
- P(B)

Induljunk ki a feltételes valdszinliség definiciojabol: P(A|B)

Szorozzuk meg az egyenlet mindkét oldalat P(B)-vel (feltéve, hogy P(B) >
0).

Kapjuk: P(AB) = P(A|B)P(B).

- Hasonléan, P(B|A) = 522 alapjdn P(AB) = P(B|A)P(A).

B) Az altalanos (» eseményre vonatkozod) szabaly bizonyitasa: A bizonyitas
a definicid ismételt alkalmazasaval (vagy teljes indukcidval) torténik. Irjuk fel a
jobb oldalt a feltételes valoszintiségek definicidit behelyettesitve:

P(A;) - P(A)  P(A4Ay) T P(AL A

A feltételek miatt a nevez6k nem nullak. A szorzatban a kozbulsd tagok egysze-
rusitik egymast (teleszkopikus szorzat):

- P(A;) kiesik az els6 tort nevezgjével.

- P(A;A,) kiesik a masodik tort nevezdjével, és igy tovabb.
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- Végil csak alegutolsé szamlalo marad meg: P(A A, ... A,). Ezzel az azonos-
sagot igazoltuk.

Alkalmazasi példa (Huzas visszatevés nélkiil): Ha egy urnabdl golyokat hu-
zunk visszateves nélkil, a szorzasi szabaly segitségével szamolhatjuk ki a valo-
szinliségeket. Példaul, ha 32 lapos kartydbol huzunk, annak valdszintisége, hogy
a piros 10-es és a piros 7-es egy kézbe kertl (példaul az elso jatékoshoz, aki 12
lapot kap), a szorzasi szabdaly és a kombinatorika segitségével is levezethet®6.

4.3 A teljes valosziniiség tétele

El6feltétel: Teljes eseményrendszer. Egy H = {B;, B,,...} (vagy Hy, Hs,...)
esemeényrendszert teljes eseményrendszernek nevezink, ha az események pa-
ronként kizarjak egymast (azaz B; N B; = 0, ha i # j), és 0sszegik a biztos ese-
mény (> B; = Q). A gyakorlatban a B; eseményeket gyakran hipotéziseknek is
nevezik.

Tétel: Legyen B, B,,... egy pozitiv valoszinliségl eseményekbdl allo teljes ese-
ményrendszer (azaz P(B;) > 0). Ekkor tetsz6leges A esemény valdszinlisége ki-
szamithatd az alabbi képlettel:

P(A) = ZP(A!B»P(BZ»)

(Véges esetben az 0sszegzés n-ig tart, megszamlalhatdan végtelen esetben a vég-
telenig).

Bizonyitas

- Felbontas: Mivel a {B;} rendszer teljes, azaz > B; = , az A eseményt fel-
irhatjuk a biztos eseménnyel valé metszetekeént:

A=A-Q=A. <ZBi> => (A-B)

)

Ez azt jelenti, hogy az A esemény felbonthato a B; eseményekkel alkotott
szorzataira (metszeteire).

- Additivitas: Mivel a B; események paronként kizarjak egymast (B;B; = 0),
ezértaz A-B; esemeények is paronként kizardak. A valoszinliség o-additivitasi
axiomaja (vagy véges esetben a véges additivitas) miatt az 0sszeg valoszi-
nlisége a valdszinliségek 0sszege:

P(A)=P (Z ABl-) => P(AB))

- Szorzasi szabaly: A feltételes valoszinliség definicidjabol

P(A|B) = P(AB)/P(B)
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atrendezéssel kapjuk a szorzasi szabdlyt: P(AB;) = P(A|B;)P(B;). Ezt behe-
lyettesitve a fenti 6sszeghe megkapjuk a tételt:

P(4) = 3" P(AIB)P(B)

4.4 Bayes-tétele

Ez a tétel lehetOvé teszi, hogy egy esemény (A) bekovetkezése utan feltilvizsgaljuk
a teljes eseményrendszer tagjainak (B; hipotézisek) valoszinliségét (ezt nevezziik
aposzteriori valoszinliségnek).

Tétel: Legyen B, Bs,... egy teljes eseményrendszer pozitiv valoszintiségekkel,
és legyen A egy olyan esemény, amelyre P(A) > 0. Ekkor barmely i indexre:

_ P(A|B)P(B;)
P(Bj|A) = >, P(A|B;)P(B;)

Bizonyitas

- Definicio: Induljunk ki a feltételes valoszintiség definiciojabol a P(B;|A)-ra
vonatkozoan:

_ P(B;A)
P(B;|A) = “P(A)
(A forrasokban a metszetet gyakran egymas mellé irassal jelolik: P(B;A)
vagy P(AB;)).

- Szamlalo atalakitasa: A szorzasi szabalyt alkalmazva a szamlaldra
P(AB;) = P(A|B;)P(B;)
, az egyenlet igy alakul:

A|Bi) P(Bi)
P(A)

P(B) =

- Nevezod kifejtése: A nevezdben szerepl6 P(A) valoszinliséget a teljes valo-
szinUseég tetelevel fejtjlik ki (P(A) = >, P(A|B;)P(B;)). Ezt behelyettesitve
a nevez6be megkapjuk a Bayes-formulat:

_ P(A|B)P(B;)
P(B;|A) = >, P(A|B;)P(B;)
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Onellenorzo kérdések

Valaszoljon az alabbi kérdésekre a fejezet anyaga alapjan:
1. Definidlja a feltételes valdszinliséget!
2. Irja fel a szorzasi szabdlyt két eseményre!
3. Mit nevezunk teljes eseményrendszernek?
4. Mondja ki a teljes valosziniliség tételét!
5

. Irja fel a Bayes-tételt és magyarazza meg, mire hasznaljuk!

5 Események fuggetlensége. Borel-Cantelli lemma

A valoszinlségszamitasban a fliggetlenség azt a szemléletes tartalmat ragadja
meg, hogy az egyik esemény bekovetkezése nem befolyasolja a masik esemény
bekovetkezésének esélyét.

5.1 Események fiiggetlensége
Két esemény fiiggetlensége

Két esemény, A és B fuggetlenségének szemléletes megkozelitése a feltételes va-
16szintiségen alapul: A akkor fliggetlen B-t6l, ha P(A|B) = P(A) (feltéve, hogy
P(B) > 0). Mivel ez a definicio nem szimmetrikus és nem kezeli a 0 valoszinliségi
esemeényeket, a szakirodalom a szorzasi szabalyt tekinti a formalis definicionak.

Definicio: Az A és B eseményeket fliggetlennek nevezziik, ha:
P(AB) = P(A)P(B)

ahol AB az események egyltittes bekovetkezését (metszetét) jeloli.
Magyarazat és tulajdonsagok:

- Szemléletes jelentés: Ha az egyik esemény bekovetkezéseir6l informaciot
szerzunk, az nem valtoztatja meg a masik esemény valoszinliségét. Példa-
ul, ha egy kockaval 6-ost dobunk, az nem befolyasolja egy t6le fiiggetlentl
feldobott érme fej vagy iras eredményét.

- Szélsoséges esetek: Egy A esemény akkor és csak akkor fiiggetlen barmely
mas eseménytél, ha P(A) = 0 vagy P(A) = 1.

- Kapcsolat a kizarassal: Ha A és B pozitiv valdszinliségl események és
kizarjak egymast (azaz AB = ()), akkor nem lehetnek fliggetlenek, hiszen
P(AB) =0, mig P(A)P(B) > 0. A fuggetlenseg és a kizardsag tehat kilonbo-
z0 fogalmak.
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Tobb esemény fuggetlensége

Tobb esemény esetén megkilonboztetjiik a pdronkénti és a teljes (vagy egylittes)
fliggetlenséget.

- Paronkénti fuggetlenség: Az A, A, ... eseményeket paronként fliggetlen-
nek nevezziik, ha kozulik barmely két killonb6z6 esemény fliggetlen, azaz
P(A;Aj) = P(A;)P(A;) minden i # j esetén.

- Teljes (egytuttes) fiiggetlenség: Az A,, ..., A, eseményeket teljesen fugget-
lennek nevezzuk, ha kozulik akdrhany kilonb6z6 eseményt kivalasztva,
azok szorzatanak valdszintlisége megegyezik a valoszinliségek szorzataval.
Formalisan, barmely %k darab (2 < k < n) indexre:

P(A, A, ... A;) = P(A;)P(A;,) ... P(A;,)

Fontos killonbség: A paronkénti fliiggetlenségbdl nem kovetkezik a teljes fligget-
lenség. Lehetséges, hogy harom esemény paronként fliggetlen (P(AB) = P(A)P(B),
sth.), de egyuttesen mar nem azok (pl. P(ABC) # P(A)P(B)P(C)).

Végtelen eseményrendszerek: Egy tetszOleges (akar végtelen) eseményrend-
szert akkor nevezink fuggetlennek, ha annak barmely véges részrendszere tel-
jesen fliggetlen.

5.2 Borel-Cantelli lemma

A Borel-Cantelli lemma a valdszinliségszamitas egyik legfontosabb eredménye,
amely végtelen sok esemény bekovetkezésének valoszintiségérdl szol. A tétel két
allitasbal all.

Lemma (Borel-Cantelli)

a) rész (Konvergencia eset): Legyen A, A,,... események tetsz6leges sorozata.
Ha az események valoszinliségeinek dsszege véges, azaz

3" P(4) < o,
n=1

akkor 1 a valoszinlisége annak, hogy az A, események kozil csak véges sok ko-
vetkezik be (azaz 0 a valoszinlisége, hogy végtelen sok kovetkezik be).

b) rész (Divergencia eset - fliggetlenséggel): Legyenek az A, A,,... események
fuggetlenek. Ha a valosziniliségeik 0sszege végtelen, azaz

> P(4,) = o,
n=1
akkor 1 a valdszinlsége annak, hogy az A, események koziil végtelen sok beko-

vetkezik.

Magyarazat:
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- Az a) rész azt mondja ki, hogy ha az események "ritkak” (a valészinlisége-
ik 0sszege konvergens), akkor "hosszu tavon” biztosan nem fognak ujra és
Ujra megtorténni; egy id6 utdn mar nem kovetkeznek be. Ez az allitas nem
koveteli meg a fuiggetlenséget.

- ADb)rész azt allitja, hogy ha az eseményeknek van egy minimalis “stlirisége”
(a sor divergens) és egymastol fuggetlenek, akkor biztosan végtelen sokszor
be fognak kovetkezni. Itt a fliggetlenség feltétele kritikus.

Onellenorzo kérdések

Valaszoljon az alabbi kérdésekre a fejezet anyaga alapjan:
1. Definici6 szerint mikor nevezink két eseményt fiiggetlennek?

2. Lehet-e két egymast kizaro, pozitiv valoszinliségli esemény fuggetlen? In-
dokolja!

3. Kovetkezik-e a paronkénti fuggetlenséghbdl a teljes fliggetlenség?
4. Mit allit a Borel-Cantelli lemma a) része (konvergencia eset)?

5. Melyik esetben sziikséges a fuggetlenség feltétele a Borel-Cantelli lemma-
nal?

6 Bernoulli-féle kisérlet sorozat

6.1 Bernoulli-féle kisérletsorozat és a képlet

A kisérletsorozat 1ényege: Tekintsiink egy kisérletet, amelyben egy A esemény
p valosziniliséggel kovetkezik be (ahol 0 < p < 1). Ismételjuk meg ezt a kisér-
letet n-szer egymastol figgetlenil. Ezt nevezzik véges Bernoulli-féle kisérletso-
rozatnak. Ebben a kisérletsorozatban az A esemény bekovetkezéseinek szamat
gyakran ¢-vel jeldljuk, amely egy binomidlis eloszlasu valdszinliségi valtozo.

A valdsziniiség kiszamitasa: Annak a valdszintisége, hogy az n kisérletb6l az
A esemény pontosan k-szor kovetkezik be (jeldlje ezt P, vagy P(¢ = k)), az alabbi
képlettel szamithato ki:

aholk =0,1,...,n.
Aképlet magyarazata: A képlet felépitése a kovetkez6 gondolatmeneten alapul:

- Egy konkrét sorozat valosziniisége: Ha egy konkrét kimenetelsorozatot
tekintink, amelyben % darab ”sikeres” (A bekovetkezett) és n — k darab ”si-
kertelen” (az A ellentettje kovetkezett be) kisérlet van, akkor — a fiiggetlen-
ség miatt — ezek valdsziniiségei 6sszeszorzédnak. Igy egyetlen ilyen konkrét
sorozat valoszintisége: p*(1 — p)"*.
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- A sorozatok szama: Az n kisérlet soran a k darab sikeres esemény tobbféle
sorrendben is el6fordulhat. Annak a szama, ahogyan az n kisérletbdl kiva-
laszthatjuk azt a k-t, ahol az A esemény bekovetkezett, a binomialis egyutt-
hatéval adhaté meg: (}).

- Osszegzés: Mivel ezek a sorozatok egymast kizaré események, a teljes va-
loszinliséget a lehetséges esetek szamanak és egy eset valoszinliségének a
szorzata adja.

6.2 Hanyszor kovetkezik be az A esemény a legnagyobb valo-
szinuséggel?

Azt a k értéket, amelynél a P(¢ = k) valdszinliség a legnagyobb, az eloszlas mo-
duszdnak nevezzik. A valdsziniliségek novekednek, amig k el nem ér egy bhizo-
nyos értéket, utana pedig csokkennek.

A legvaldsziniibb bekovetkezések szama (%) az alabbi egyenl6tlenség alapjan
hatarozhat6 meg:

m+p—1<k<(n+1)p
A maximalis valdszinliségl kimenetel(ek)re két eset lehetséges:

- Egyetlen legvaldsziniibb érték: Ha (n + 1)p nem egész szam, akkor a leg-
valdszinilibb bekovetkezések szama egyértelmd.

- Két legvalosziniibb érték: Ha (n + 1)p egész szam, akkor két olyan érték
is van, amelynek a valoszinilisége egyenld és maximalis. Ezek az értékek:

ki=mn+1)p—-1
ko= (n+1)p

Tehat az A esemény leggyakrabban az (n + 1)p érték egészrészének megfeleld
alkalommal kovetkezik be.

Onellenorzo kérdések

Valaszoljon az alabbi kérdésekre a fejezet anyaga alapjan:
1. Mi a Bernoulli-féle kisérletsorozat definicioja?

2. Irja fel a binomidlis eloszlas képletét, és magyarazza meg a benne szerepld
tagokat!

3. Mit nevezunk egy valoszinliségi eloszlas mdéduszanak ebben a kontextus-
ban?

4. Milyen egyenldtlenséggel hatarozhato meg a legvaldsziniibb bekovetkezé-
sek szama?

5. Mikor van két legvaldszinlibb értéke a bekovetkezések szamanak?
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7 A Moivre-Laplace lokalis hatareloszlas tétele

Tétel: Tekintsink n szamu fuggetlen kisérletet (Bernoulli-kisérletsorozat), ahol
egy A esemény bekovetkezésének valoszintlisége minden kisérletben p (0 < p < 1),
a be nem kovetkezésé pedig ¢ = 1 — p. Jeldlje P, (k) annak a valdszinliségét, hogy
az esemény pontosan k-szor kovetkezik be.

Ha n — oo, akkor azokra a k értékekre, amelyekre az » = ’f/‘% mennyiseg egy

korlatos [a, b] intervallumban marad, egyenletesen teljesil a kovetkezo kozelités:

1 1 22
P, (k) ~ . e 2
(k) e e

Roviden jelolve a standard normalis eloszlas stirtiségfiiggvényével (¢(x)):

A%W_l

k-
ahol z = Nt
Bizonyitas
A bizonyitas a Bernoulli-képletb6l indul ki, és a faktorialisok kozelitésére a Stirling-
formulat hasznalja.
A Bernoulli-képlet és a Stirling-formula. Induljunk ki a Bernoulli-képleth6l:

n n!
Pn k’ — k n—k — k n—k
(k) (k)p 1 Kin — i’ !

Nagy n és k esetén alkalmazzuk a Stirling-formulat (n! ~ v27rnn™e™"):

n,—n
2mnn"e E nk

P, (k) ~
(k) V2rkkke /21 (n — k)(n — k)n—ke—(n—k)p

Az e7" és e Fe~ (") tagok kiesnek. Rendezés utan:

Pt = o () ()

Vezessik be az x valtozot a standardizalashoz:

k—np
T = = k=np+zy/npq
v 1Pq

Ebbdl kifejezhetd n — k is:

n—k=mn—(np+xynpq) =n(l —p) — xy/npq = nqg — x\/npq
Helyettesitsiik ezeket a gyok alatti kifejezésbe:

n 1 np-ng 1

2rk(n — k) T \2rnpq kn—k) — 2mnpq
24




(Mivel n — oo esetén a k/np és (n — k)/nq hdnyadosok 1-hez tartanak).

AXkifejezés exponencialis részének vizsgalatahoz vegyiik a logaritmuséta (52) g (1) ok
szorzatnak. Jeldlje ezt A:

InA=—kIn <nﬁp> —(n—k)In (n;}k)

Behelyettesitve a k és n — k kifejezéseit:

k / —k /
— =14z i, n —1-a /L
np np ng ng

Hasznaljuk a Taylor-sorfejtést (In(1 + u) ~ u — § + O(u®)):

—k 2
In(“ot) m e [2 2
ng nqg 2nq

Helyettesitsiik vissza ezeket az In A kifejezésbe:

o [ _ 2\ _ . [P
In A~ — (np+ x/npq) (x o 2np> (ng :E\/npq)( x ” 2nq)

A szorzasok elvégzése és a tagok egyszerisitése utan (a magasabb rendd tagok
O(1/+4/n) nagysagrendiek és 0-hoz tartanak) a kovetkez6t kapjuk:

LU2

InA~-—=—
2

Visszatérve az eredeti kifejezéshez (A = ¢ 4):

1 21
Fulk) et = (o)

Ezzel a tétel bizonyitast nyert.

Jelentosége

Ez a tétel biztositja, hogy nagy kisérletszam esetén a binomialis eloszlas valdszi-
niliségei (a hisztogram) nagyon jol kozelithet6k a normalis eloszlas haranggorbé-
jével (stirtiségfiiggvényével).

Onellenorzo kérdések

Valaszoljon az alabbi kérdésekre a fejezet anyaga alapjan:
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. Milyen tipusu kisérletsorozatra vonatkozik a tétel, és milyen feltételeknek
kell teljestilnitik a p valdszintiségre?

. Mi a definicidja az x valtozonak a tételben szerepl6 kozelités soran?

. Melyik matematikai formulat hasznaljuk a bizonyitds soran a faktorialisok
kozelitésére nagy n és k esetén?

. Mitorténik a P, (k) és a normalis eloszlas stirtiségfliiggvényének kapcsolata-
val, ha n tart a végtelenhez?

. Gyakorlati szempontbol miért jelent0s ez a tétel a binomialis eloszlas és a
normalis eloszlas kapcsolataban?
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Fogalomtar

Aposzteriori valésziniiség Az esemény bekovetkezése utani, a Bayes-tétel se-
gitsegével feliilvizsgalt valdsziniliség. JelOlése altalaban P(B;|A).

Apriori valosziniiség Az esemény bekovetkezése el6tti, el§zetes ismereteken
alapulo valdszinlség. Jelolése altalaban P(B;).

Axioma Olyan alapvetd allitas, amelyet bizonyitas nélkul igaznak fogadunk el,
és amelyre egy elmélet épil. (Lasd: Kolmogorov-axiomak).

Bayes-tétel Tétel, amely megadja, hogyan valtozik egy hipotézis valdsziniisé-
ge Uj informaciok (egy esemény bekovetkezése) fényében. Kapcsolatot teremt a
P(B|A) és P(A|B) kozott.

Bernoulli-kisérlet Olyan véletlen kiserlet, amelynek pontosan két lehetséges
kimenetele van: ”siker” (A) és "kudarc” (A), rogzitett valoszinliségekkel.
Bernoulli-sorozat Ugyanazon Bernoulli-kisérlet n-szeri, egymastol fuiggetlen
végrehajtasa.

Binomialis eloszlas Diszkrét valoszintliségi eloszlds, amely megadja a sikeres
kimenetelek szamanak valoszinliségét n fliiggetlen Bernoulli-kisérlet soran.

Biztos esemény (2) Olyan esemény, amely a kisérlet minden végrehajtasakor
szuikségszerilien bekovetkezik. Valoszintisége 1.

Borel-Cantelli lemma Tétel, amely végtelen sok esemény bekovetkezésének
valoszinlségerdl szol. Két része van: konvergencia (véges sokszor kovetkezik
be) és divergencia (végtelen sokszor kovetkezik be).

De Morgan-azonossagok Halmazelméleti és logikai 0sszefiiggeések, melyek az
unio és a metszet komplementerét irjdkle: A+ B=A-BésA-B=A+ B.

Determinisztikus jelenség Olyan jelenség, amelynél a korilmények egyértel-
milen meghatarozzak a kimenetelt (nincs véletlen).

Diszjunkt halmazok Olyan halmazok (események), amelyeknek nincs kozos
elemik, metszetiik az Uires halmaz. Lasd: Kizaré események.

Disztributivitas A miiveletek kozotti széttagolhatdsag tulajdonsaga. Pl. A(B +
C)=AB+ AC.

Elemi esemény (w) Akisérletlehetséges, tovabb nem bonthato kimenetele. Csak
egyféleképpen kovetkezhet be.

Ellentett esemény (Komplementer) Az Aesemény, amely pontosan akkor Ko-
vetkezik be, ha A nem kovetkezik be.

Eloszlasfiiggvény Fluggvény, amely megadja annak a valoszinliségét, hogy egy
valoszinliségi valtozo értéke kisebb, mint egy adott x szam.

Esemény (4) Azelemiesemények halmazanak egy részhalmaza (A C 2), amely-
rol allithato, hogy bekovetkezett vagy nem.

Eseményalgebra (c-algebra) Az eseménytér részhalmazainak olyan rendsze-
re, amely zart a komplementerképzésre és a megszamlalhato uniora.
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Eseménytér () A véletlen kisérlet dsszes lehetséges elemi eseményének hal-
maza.

Feltételes valdsziniiség Egy esemény bekovetkezésének valoszinilisége, felté-
ve, hogy egy masik esemény mar bekovetkezett. Jele: P(A|B).

Folytonos valdsziniiségi valtoz6é Olyan valdszinliségi valtozo, amely egy adott
intervallumon belil barmilyen értéket felvehet (pl. id6, hossz).

Fiiggetlen események Két esemény fliggetlen, ha az egyik bekovetkezése nem
befolydsolja a masik valdszintiségét. Formalisan: P(AB) = P(A)P(B).

Geometriai valésziniiség Olyan valdszinliségi modell, ahol az eseménytér egy
folytonos tartomany, és a valdszinliség aranyos a részhalmaz mértékével (hossz,
tertulet, térfogat).

Hipotézis A teljes eseményrendszer elemei a Bayes-tételben (B, Bs, . ..), ame-
lyek kozil pontosan egy igaz.

Hisztogram Gyakorisagi eloszlas grafikus dbrazolasa oszlopdiagram formaja-
ban.

Kisérlet Egy folyamat vagy cselekvés megfigyelése, amelynek kimenetele bi-
zonytalan (véletlen kisérlet).

Kizaro események Olyanesemények, amelyek egyszerre nem kovetkezhetnek
be (AB = 0).

Klasszikus valdsziniiségi mezé Olyan modell, ahol az eseménytér véges sza-
mu elemi esemeénybdl all, és ezek mindegyike egyenlgen valoszind.

Kolmogorov-féle valésziniiségi mezé A valdszinliségszadmitds axiomatikus mo-
dellje, amelyet az (2, .4, P) harmas alkot.

Lehetetlen esemény () Olyan esemény, amely soha nem kovetkezhet be. Va-
16szintisége 0.

Legvalosziniibb érték (Modusz) A binomidlis eloszlasnal az a k érték, amely-
re a P({ = k) valoszinliség maximalis.

Metszet (Szorzat esemény) Az A - B esemény, amely akkor kovetkezik be, ha
A és B is bekovetkezik.

Moivre-Laplace tétel Hatareloszlas tétel, amely kimondja, hogy nagy kisérlet-
szam esetén a binomialis eloszlas a normalis eloszlassal kozelithetd.

Monotonitas A valosziniliség azon tulajdonsaga, hogy ha A C B, akkor P(A) <
P(B).

Nagy szamok torvénye (Implikalt) Elv, amely szerint a kisérletek szamanak
novelésével a relativ gyakorisag a valodi valoszintiséghez tart.

Nemnegativitds Kolmogorov egyik axiomaja: minden esemény valoszintisége
nagyobb vagy egyenl6, mint 0.

Normalis eloszlas A legfontosabb folytonos valoszintiségi eloszlds, “harang-
gorbe” alaku stirGiségfuggvénnyel.
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Normaltsag Kolmogorov egyik axiomaja: a biztos esemény valoszintsége 1.

Paronkénti fuggetlenség Események egy halmazdara igaz, ha barmely két ki-
valasztott esemény fliggetlen egymastol. (Nem implikalja a teljes fliggetlenséget).

Relativ gyakorisag Egy esemény bekovetkezésének szama osztva a kisérletek
szamaval (k/n).

Standard normalis eloszlas Olyan normalis eloszlas, amelynek varhato érté-
ke 0 és szorasa 1. Slrtiségfiggvénye ¢(x).

Standardizalas Egyvaldsziniliségivaltozo transzformacidja Z = (X —u) /o alak-
ra, hogy standard normalis eloszlasu legyen.

Stirling-formula A faktoridlis kozelitésére szolgalo képlet nagy szamok esetén

(n! = v2mn(n/e)").

Suriségfiiggvény Folytonos valdszinliségi valtozdk eloszlasat leird fuggvény,
amelynek gorbéje alatti teriilete adja a valoszinlséget.

Szigma-additivitas (s-additivitas) Avaloszinliségtulajdonsaga: megszamlal-
hatdéan végtelen sok, paronként kizaro esemény 0sszegének valoszinlisége az ese-
mények valoszinliségének osszege.

Szorzasi szabaly Kétesemény egyiittes bekovetkezésének valoszintisége: P(AB) =
P(A)P(BJA).

Teljes eseményrendszer Események olyan rendszere, amelynek elemei pa-
ronként kizaroak, és dsszegik a biztos esemény.

Teljes fiiggetlenség Események egy halmazdra igaz, ha barmely részhalma-
zukra teljestl a szorzasi tulajdonsag.

Teljes valOsziniiség tétele Modszer egy esemény valoszinliségének kiszami-
tasara egy teljes eseményrendszer segitségével.

Unio (6sszeg esemény) Az A + B esemény, amely akkor kovetkezik be, ha A
vagy B (vagy mindkett6) bekovetkezik.

Valosziniiség (P) Egy esemény bekovetkezési esélyét kifejezd szamérték 0 és 1
kozott.

Valodsziniiségi valtozo (¢) Fuggvény, amely az elemi eseményekhez szamérté-
keket rendel.

Véletlen jelenség Olyan folyamat, amelynek kimenetele elére nem josolhato
meg pontosan, de statisztikai torvényszertiségeket kovet.
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[ligroToBieHo 10 BuaaHHsA B elekTpoHHil ¢opmi (PDF) kadeaporo mMatemaTvku Ta iHGOpPMATHKH
crinbHO 3 Bumasamanm Bimminom 3VE imeni @epenra Pakori I (30 ¢., yropchbKo0 MOBOIO)

Vkmamau:
Kamanin Kyuinka — kaaguaatr ¢is.-mMaT. HayK, JOIEHT, 3aBiyBad Kadeapu MaTeMaTUKH Ta
iHpopmatuku 3VYE im. depenna Paxori 11

Pentensentu:
Hepov Haov— kanp. ¢i3.-mMaT. Hayk, 3aBigyBau Kadeapu nmpupoaHuyi Hayku Tokalchkuit
YHIBEpCUTET
Aodam Jloposyi— noxtop ¢ino3zodii, goreHT Kapeapn Mmatematuku ta iHpopmatuku 3VYE im.
®epenmna Pakori 11

MOBIITbHI 32 BUITYCK:
Mupocnas CTOUKA — 3aBinyBau xadenpu MaremMatuku Ta inpopmaruxu 3YE imeni depenna
Paxomi II, nouent, kanaunat $hizuko-MaTeMaTUYHUX HAyK

Onexcanop /JOBOILI — navanpank Bugasandoro Bigainy 3YE im. @.Pakomi 11
3a 3MiCT METOAMYHHMX BKa31BOK BiJIMOBIAILHICTh HECE PO3POOHUK.

BupaBuuuro: 3YE imeni @epenna Pakomi II (anpeca: . Komryra 6, m. beperose, 90202.
Enextponna momra: foiskola@kmf.uz.ua) CigourBo mpo BHECEHHs CyO’€KTa BHIaBHHYOI
cripaBu 70 [lepaBHOTO peecTpy BUAABIIIB, BATOTOBIIIOBAYIB 1 pO3MOBCIOKYBadiB BUIaBHUYO1
npoaykiii Cepis JIK BiJI 2025 poky

Po3mip cropinok metoanunux Bka3iBok: A4 (210x297mm)
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